De-Icing Fluid Flow-Off from a Flat Plate in an Accelerating Airstream
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De-icing fluid flow-off from a flat plate subjected to an accelerating airflow was studied both experimentally and using computational fluid dynamics (CFD) simulations. The experimental tests were carried out in Aalto University’s 2 m × 2 m Low Speed Wind Tunnel using two different flat plate models, with chords of 0.6 and 1.8 m. The OpenFOAM software library was used in the CFD simulation for the 0.6 m flat plate model. Both measurements and CFD simulations supported the assumption that the solitary waves dominating the flow-off process were kinematic, mass transporting, in nature. For the first 50\% of the fluid thickness decrease, the wave speeds and the mean fluid flow speed are almost linearly dependent on the wind tunnel speed on both flat plate models. The fluid thickness at the end of simulation predicted well the measured value.

Nomenclature

\[ \begin{align*}
\alpha &= \text{wave amplitude} \\
c_w &= \text{wave speed} \\
h &= \text{fluid thickness} \\
l &= \text{intensity of transmitted light} \\
l_0 &= \text{intensity of incident light} \\
k &= \text{turbulence kinetic energy} \\
k_w &= \text{wave number (1/\lambda)} \\
L &= \text{flat plate chord} \\
Re_G &= \text{gas Re number} \\
Re_L &= \text{liquid Re number} \\
S &= \text{wave separation (solitary wave)} \\
U &= \text{wind tunnel speed} \\
\bar{u} &= \text{2D mean fluid speed} \\
\pi_i &= \text{resolved velocity components (i is equal to 1, 2, 3)} \\
V &= \text{speed vector (u, v, w)} \\
v_i &= \text{local velocity component (i is equal to 1, 2, 3)} \\
y^+ &= \text{non-dimensional wall distance (u*}y/\nu, \text{where u* is friction velocity)} \\
\Delta &= \text{filter width} \\
\Delta h &= \text{fluid thickness increment in time step} \Delta t \\
\Delta t &= \text{time step} \\
\epsilon &= \text{light absorption coefficient} \\
\lambda &= \text{wavelength (periodic wave)}
\end{align*} \]

I. Introduction

A CTICING treatment protects the wing of an airplane before the takeoff from precipitation-induced contamination (snow, ice, frost). Anti-icing fluids are mostly glycol-based fluids designed to flow-off from the wing surface during the takeoff run to ensure adequate aerodynamic performance after liftoff. As thickened anti-icing fluids (types II, III, and IV) are non-Newtonian shear thinning fluids, they should persist on the wing and absorb precipitation during taxi but leave the wing more easily during the takeoff run. In a shear thinning fluid, the viscosity drops to a fraction of its initial value when shear forces of the air stream affect the fluid surface. The decreasing viscosity improves the fluid flow-off during the takeoff run.

De-icing fluids (type I), studied in the present paper, are not designed to absorb precipitation or to persist on the wing surface during taxiing. They are Newtonian fluids with viscosities not depending on the shear stress. The viscosities of de-icing fluids are considerably lower than the viscosities of the thickened anti-icing fluids, which means that their flow-off from the wing surface normally generates less aerodynamic penalties. In practice anti-icing treatment never leads to a completely aerodynamically clean surface, which causes some lift degradation during takeoff. This also applies, to some extent, to the de-icing fluids especially at subfreezing temperatures. Whatever type of fluid is applied on the wing before the takeoff, the fluid elimination from the surface should be complete enough to leave an aerodynamically acceptable wing surface.

The beginning of scientific research focusing on the de/anti-icing fluid behavior and aerodynamic effects can be dated back to the late 1980s and early 1990s. In most of these early studies the main objective was to establish a scientific basis for an aerodynamic acceptance test (AAT)\cite{1} for the fluids. The most significant research work performed to establish an acceptance test was carried out by Boeing [2,3], NASA Lewis Research Center [4], and Von Karman Institute for Fluid Dynamics [5–8]. In the AAT the tested fluid is applied on a flat plate, which is then subjected to an accelerating airflow in a wind tunnel to simulate the conditions on an aircraft wing during the takeoff run. During the wind tunnel test, the boundary-layer displacement thickness (BLDT) growth caused by the fluid is determined at the trailing edge area by comparing the pressure difference values within the test section. To pass the test, the BLDT growth due to the fluid tested at the end of airflow acceleration shall be under the acceptance limit defined by the industry. For all fluids there are also requirements for the remaining fluid after the test. For type I it is the maximum remaining thickness, and for types II, III, and IV it is the elimination percentages.

The above-mentioned research focused mainly on the assessment of aerodynamic disadvantages caused by the fluid at the point of aircraft liftoff or during initial climb and less on the question of fluid...
flow-off properties when subjected to an airflow. However, the general problem of the behavior of a free liquid surface subjected to an airflow is much older. The first attempt to explain the flow-wave formation was proposed by Helmholtz and Kelvin [9,10], and the Kelvin–Helmholtz instability is now a paradigm for instabilities in fluid mechanics. Among the large body of literature on the subject, pioneering theoretical contributions in this field are those of Phillips [11] and Miles [12]. The early work on wind waves considered mostly deep-water waves. Cohen and Hanratty [13] and Craik [14] used Orr–Sommerfeld stability analyses for horizontal liquid films sheared by turbulent gas flows to predict conditions under which waves appear and the factors controlling their growth. Cohen and Hanratty [13] found that quantitative predictions of the speeds and wavelengths of the fastest growing waves were reasonably accurate when the gas flow was modeled using the Orr–Sommerfeld solutions (which neglected turbulence) given by Miles [12].

Since late 1980s a growing number of theoretical investigations were published considering de/anti-icing fluid wave formation when subjected to an airflow. The general interest in the stability of liquid films in an airflow has increased the understanding of de/anti-icing (which neglected turbulence) given by Miles [12].

The more recent research on liquid films subjected to an airflow is much older. The first attempt to explain the flow-wave formation was proposed by Helmholtz and Kelvin [9,10], and the Kelvin–Helmholtz instability is now a paradigm for instabilities in fluid mechanics. Among the large body of literature on the subject, pioneering theoretical contributions in this field are those of Phillips [11] and Miles [12]. The early work on wind waves considered mostly deep-water waves. Cohen and Hanratty [13] and Craik [14] used Orr–Sommerfeld stability analyses for horizontal liquid films sheared by turbulent gas flows to predict conditions under which waves appear and the factors controlling their growth. Cohen and Hanratty [13] found that quantitative predictions of the speeds and wavelengths of the fastest growing waves were reasonably accurate when the gas flow was modeled using the Orr–Sommerfeld solutions (which neglected turbulence) given by Miles [12].

Since late 1980s a growing number of theoretical investigations were published considering de/anti-icing fluid wave formation when subjected to an airflow. The general interest in the stability of liquid films in an airflow has increased the understanding of de/anti-icing (which neglected turbulence) given by Miles [12].

The authors are not aware of any studies published using computational fluid dynamics (CFD) tools in simulating the liquid film layer flow-off phenomena in an accelerated airflow. One of the objectives is to assess the utility of an open source software library (OpenFOAM) for this purpose. The fluid layer considered is a Newtonian fluid film AATs. The general problem of liquid film fluid flow-off in a gas stream is naturally not restricted to airplane de/anti-icing applications only.

The main objective of this study is to improve the understanding of the type I Newtonian de-icing fluid flow-off mechanics when subjected to an accelerated airflow. The previous research has concentrated mostly on the stability and wave onset issues of a liquid film in a gas stream. The present study is focusing on the fluid flow-off process instead and particularly on the role of kinematic waves introduced by Juran and McCready [24]. As was noticed earlier, most of the experimental studies referred to above have been performed in channels with dimensions that do not enable a flow free of wall effects to simulate the conditions on an aircraft wing during the takeoff. Even the de/anti-icing fluid AAT wind tunnel is specified to be quite small in dimensions. The test section dimensions are approximately 300 mm wide and 100 mm high with a length of 1.5 m. The measurements in this study are performed in a wind tunnel planned for aircraft models, which makes possible an airflow practically free of wall effects. The comparison of the wave formation and geometric properties (amplitude and wave separation) and wave speeds measured with earlier experimental results is considered as an objective too.

The main objective of this study is to improve the understanding of the type I Newtonian de-icing fluid flow-off mechanics when subjected to an accelerated airflow. The previous research has concentrated mostly on the stability and wave onset issues of a liquid film in a gas stream. The present study is focusing on the fluid flow-off process instead and particularly on the role of kinematic waves introduced by Juran and McCready [24]. As was noticed earlier, most of the experimental studies referred to above have been performed in channels with dimensions that do not enable a flow free of wall effects to simulate the conditions on an aircraft wing during the takeoff. Even the de/anti-icing fluid AAT wind tunnel is specified to be quite small in dimensions. The test section dimensions are approximately 300 mm wide and 100 mm high with a length of 1.5 m. The measurements in this study are performed in a wind tunnel planned for aircraft models, which makes possible an airflow practically free of wall effects. The comparison of the wave formation and geometric properties (amplitude and wave separation) and wave speeds measured with earlier experimental results is considered as an objective too.

The authors are not aware of any studies published using computational fluid dynamics (CFD) tools in simulating the liquid film layer flow-off phenomena in an accelerated airflow. One of the objectives is to assess the utility of an open source software library (OpenFOAM) for this purpose. The fluid layer considered is a Newtonian type I de-icing fluid as a first step to avoid the problems raised by the time-dependent material properties of the non-Newtonian anti-icing fluids. The CFD tools are used specifically to have a better insight into the liquid layer fluid dynamics during the de-icing fluid flow-off.
III. Experiments

A. Wind Tunnel and Models

Aalto University’s Low Speed Wind Tunnel is a closed-circuit wind tunnel with test section dimensions of 2 m × 2 m and test section length of 4 m. The flow nonuniformity in the test section is <3.4%, and turbulence level <0.28% at the wind tunnel speed of 60 m/s. As the fluid flow-off was measured during an accelerating airflow simulating an airplane takeoff run, the turbulence intensity of the wind tunnel was also determined during the acceleration. The maximum peak value of the turbulence level occurred at the very beginning of the acceleration period and was less than 0.6%.

The wind tunnel tests were done using two different flat plate models with chords of 0.6 and 1.8 m and span of 0.3 m. These dimensions were selected to ensure the maximum available scale effect between the two plates. The flat plate models were adjusted to the wind tunnel as described in Fig. 1. The plate distance from the test section floor level was 0.4 m, and the height of the light source unit 0.05 m. The possible pressure variation inside the structure supporting the plate is relieved by holes in the vertical supporting plates. This arrangement gives a properly 2D and wall-effect free flow over the flat plate. The flow conditions in the wind tunnel tests of the present study adequately simulate the conditions on a wing surface, because the wind tunnel wall boundary layers do not disturb the air flow over the fluid layer.

B. Measurements

To simulate a de-iced wing during the takeoff run, the flat plate has been applied with a layer of fluid before the test run. The initial thicknesses for the tests were as follows:

1) 0.6 m model: 1.1, 1.2, and 1.3 mm
2) 1.8 m model: 1.5, 1.9, and 2.1 mm

As the extra fluid runoff was not prevented during the fluid application, the attainable maximum initial thickness of the applied fluid layer for a specific fluid depends on the dimensions of the plate. The thicknesses of 1.3 mm (0.6 m plate) and 2.1 mm (1.8 m plate) were the maximum attainable thicknesses with the fluid used.

During the tests, airflow acceleration followed approximately the AAT sequence defined in SAE AS 5900 [1]. The adopted accelerating speed sequence in the wind tunnel tests is described in Fig. 2. The SAE AS 5900 maximum speed of 65 m/s and acceleration of 2.6 m/s² were not acceptable due to practical limitations of the wind tunnel fan motor. The maximum speed was limited to 60 m/s and acceleration to 2.0 m/s². Wind tunnel idle speed was 5 m/s, which is a widely accepted idle speed.

The measuring of the fluid thickness during a test run in the present study follows the light absorption technique, which correlates the thickness of the fluid to the transmitted light intensity. This method was applied also by Özgen et al. [23] and Craik et al. [30]. Considering a medium in an incident light, only a part of its intensity is transmitted to the other side. In other words, there is a loss of intensity due to reflection (“spurious effect”) and absorption (“useful effect”). An observer positioned above the medium would see an intensity inversely proportional to the length of the path followed by the light inside the medium. The relation between the incident light and the transmitted light is given by

\[ I = I_0 \exp(-\varepsilon h) \]  

in which \( I_0 \) is the incident light intensity, \( I \) the transmitted light intensity, \( \varepsilon \) the light absorption coefficient, and \( h \) the medium thickness. Knowing \( \varepsilon \) from a suitable calibration it is possible to obtain the medium thickness by measuring the transmitted intensity.

Below the flat plate model there was a light source consisting of 240 white LEDs with color temperatures of 6000–7000 K with a total power of 320 W. The light goes through a transparent Plexiglas flat plate model, and this light was recorded by a video camera on the top of the test section (Fig. 3). The type I fluid used was originally a colorless special batch from the fluid manufacturer, and it was dyed with a sufficient amount of green dye. The extra amount of color...
pigment gave better image contrast without using any filters in the camera objective.

The light intensity was calculated out of video frame pixel RGB values. The calibration was carried out using a wedge-shaped Plexiglas container filled to predetermined amount of fluid. To avoid the surface tension effect cambering the fluid surface at fluid–container interface, a Plexiglas sheet was adjusted above the fluid surface to force the fluid thickness to grow linearly from zero thickness to maximum thickness of 7 mm. This improved the calibration accuracy especially at the important low end of thicknesses (below 2 mm). The calibration curve was produced using two takes: one without the fluid in the wedge container and the other with a fluid filled container. Subtracting the pixel intensities of these two gives the absorption levels of the fluid with different thicknesses. Calibration curve followed the shape determined by Eq. (1). The calibration curve from 0 to 7 mm corresponded relative pixel intensity levels from 0 to 120. In addition to the calibration procedure, the stationary fluid layer after fluid application over the flat plate model before starting the wind tunnel was both video filmed and measured manually with a fluid thickness gauge to assess the accuracy of the calibration for each run. This procedure was followed also after the wind tunnel run to assess the measurement accuracy of the very low thickness values (0.05–0.2 mm).

There were two different video cameras used for recordings. Both cameras had a field of view covering the whole plate (1800 mm × 300 mm) with a stationary camera. Both cameras gave a spatial resolution of 0.98 mm per pixel. The frame rate of the video camera used for the 0.6 m model was 25 frames/s and of the one used for the 1.8 m model 50 frames/s. The fluid thickness values were calculated from the subtraction of the RGB values of a video frame of the model without fluid and the RGB values of a frame with fluid on the plate using the calibration curves. The mean thickness of the fluid over the plate was integrated from the measured values over the whole plate. Comparison between the stationary fluid thickness recordings and manually measured thicknesses gave very different results for the two different models. The difference in mean thicknesses was from 0.15 to 0.2 mm for the 1.8 m model, whereas it was from 0.01 to 0.05 mm for the 0.6 m model. The reason for this difference may partly be due to the two different video cameras used for different models. Also, the calibrations were individual for each video run which, may explain the difference. As there was a general noise level of about 0.2 mm in the video recordings, the absolute accuracy was not even close to the above-mentioned differences in stationary mean thickness values. However, the integrated video-frame-calculated mean thicknesses proved to be close to the manually measured values. The manual measurements were done with a thickness gauge. The pointwise fluid thickness values measured varied from 0.9 to 2.2 mm, which means a measurement resolution of no better than 0.05–0.2 mm depending on thickness value measured.

The analysis of wave characteristics was in focus in the present study. The most critical accuracy factor influencing this may be considered the relatively high noise level of 0.2 mm. This made it impossible to observe waves at fluid layers thinner than 0.2 mm. However, the most important wave phenomena were easily detected as consisting significantly larger waves. The noise level did not affect the integrated mean fluid thickness, which played an important role in results.

C. Experimental Results

1. Wave Onset and General Observations

The events on the fluid surface follow the same general pattern for both plates (0.6 and 1.8 m). The fluid layer is flat until the wave onset air speed, which varies between 9 and 10 m/s for both models. There is no correlation between fluid initial thickness and wave onset speed for fluid thicknesses between 1.1 and 2.1 mm. The first waves appearing are clearly regular and periodic. The wavy area covers first a limited area of the plate and progresses over the whole plate within approximately 1 s. As the air speed further increases, solitary waves appear to the leading-edge area of the plate. Figure 4 illustrates the situation for a 1.8 m plate as the periodic waves cover almost the entire plate and the first solitary waves are appearing on the leading-edge area. In Fig. 5 solitary waves have taken over to cover the whole plate. The wave pattern is not as regular as in Fig. 4, and the wave speeds are clearly higher. There is no clear wavelength, and the separation between waves is larger. The colors have been manipulated with an image manipulation software in Figs. 4 and 5.

Figures 6 and 7 illustrate the measured wave forms of periodic and solitary waves graphically for the 0.6 m flat plate. The wavelength \( \lambda \) for periodic waves and the wave separation \( \delta \) for solitary waves are defined in Figs. 6 and 7. The initial fluid thickness in Figs. 4 and 5 was 1.5 mm, and in Figs. 6 and 7 it was 1.3 mm.

Özgen et al. [23] studied the critical (wave onset) wind tunnel speed and characteristics of the periodic waves in VKI CWT-1 wind
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**Fig. 4** Initial periodic waves at wind tunnel speed of 12.2 m/s for an initial thickness of 1.5 mm.
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**Fig. 5** Solitary wave pattern at wind tunnel speed of 15.6 m/s for an initial thickness of 1.5 mm.
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**Fig. 6** Measured periodic waves for an initial thickness of 1.3 mm. Wavelength = \( \lambda \).
tunnel using a de-icing fluid with material properties almost the same as in the present study. The results of Özgen et al. and the present study (with the 1.8 m plate) have been collected in Table 1. As the results of Table 1 are dependent on fluid initial thickness, a straightforward comparison between the present study and [24] is not possible. However, if the results are considered as functions of initial fluid thicknesses, $U_c/v$, may be estimated to deviate about 10% and $\lambda$ about 28% from the pattern of results in [24], whereas $c_w$ is well on the linear pattern of the results in [24]. Note that the VKI CWT-I wind tunnel test section dimensions are 300 mm wide and 100 mm high with a length of 1.5 m, which makes it more like a channel compared with the test section of the present study wind tunnel with dimensions an order of a magnitude larger.

Özgen et al. [23] devote a considerable portion of their study to a numerical solution of Orr–Sommerfeld equation, which leads to results close to their experimental results. This strongly suggests that both the initial type I fluid periodic waves observed in the present study and the waves observed in Ref. [23] are in accordance with waves predicted by the linear stability theory.

Cunha and Carbonaro [22] present the wave number variation with the fluid initial thickness for periodic waves. Their measurements were also conducted in the VKICWT-I wind tunnel discussed above. These results are compared with the present study results in Fig. 8, where the variation of the wave number $k_w$ (the inverse of wavelength) with fluid initial thickness is illustrated. The exact material constants of the de-icing fluid and test conditions of [22] are unknown. The results of these two studies seem to be consistent.

As the airspeed is increased, the periodic linear waves are replaced by solitary waves. The wave pattern becomes more irregular, and the waves seem to be more or less individual in nature although they appear in frequent lines. Another feature of the solitary waves is that they appear and disappear along the plate and merge with each other in a random sequence. Note that the wind tunnel speed in the study of Özgen et al. [22] was never increased above the speed where the initial periodic waves appeared. This may be the reason why Ref. [23] does not mention this transition from periodic waves to solitary waves.

2. Kinematic and Dynamic Waves

Jurman and McCready [24] consider in their study the waves on thin liquid films sheared by turbulent gas flows. The test arrangements they are referring to include a rectangular air channel 300 mm wide, 25.4 mm high, and 9 m long with a liquid covered floor. The liquid they used was a glycerine–water solution. The liquid was circulated by pumping it within a separate circuit with an adjustable constant-volume flow. Also, the airspeed in the channel was constant through each separate test.

Although their test arrangements are quite different from the ones in the present study, where the airflow is accelerated in a wider wind tunnel and the fluid is permanently sheared off from the test plate, the results of Jurman and McCready’s study are into some extent applicable. Especially the wave behavior map they introduce seems to be consistent with observations made in the present study. In the wave map presented in Fig. 9 the type of waves observed in the tests has been plotted to a parameter space of air (gas) and liquid $Re$ numbers. The liquid they use is a glycerine–water solution with a dynamic viscosity of 14–20 mPa $\cdot$ s. The air $Re$ number ($Re_c$) is referred to the height of the channel, which in their study is only 25.4 mm. As the wind tunnel height in the present study is two orders of magnitude larger, $Re_c$ defined as in [24] is not a reasonable parameter to compare. The air stream in the test channel considered in Jurman and McCready study is practically a fully developed boundary-layer flow, which is in stark contradiction to the airflow in the present study. However, to get an impression on the airflow in Fig. 9 $Re_c$ of 10,000 corresponds mean air speed of 5.9 m/s in the test channel of [24]. The liquid $Re$ number ($Re_l$) in Fig. 9 is referred to as the mean fluid thickness.

To orientate the present study’s fluid behavior on the wave map of Fig. 9, the de-icing fluid $Re$ number variation during the acceleration tests was calculated using the mean volume flow and mean thickness value on the flat plate. The de-icing fluid $Re$ number referred to fluid’s mean thickness varies between 0 and 3 for both plates during the acceleration tests.

Drawing a vertical line at $Re_l = 3$ on the wave map figure of Fig. 9 shows, according to Jurman and McCready, that as the air speed ($Re_c$) is increased, the first waves are 2D periodic waves. As the limiting curves for 3D periodic waves and solitary waves merge at the lowest $Re_c$ numbers, it seems apparent that 2D periodic waves will turn to solitary waves directly without the intermediate 3D periodic phase. According to the observations (see Figs. 4 and 5) this is the sequence of events in the present study for both plates.

In their theoretical analysis Jurman and McCready [24] end up dividing the wave formations into two wave types:

1) Kinematic waves with an approximate characteristic velocity equal to about twice the average film velocity. This wave is only weakly dispersive and is expected to be a low-frequency disturbance. These waves transport fluid, a property that follows directly from continuity (Lighthill and Whitham [31]).

2) Dynamic or “inertial” waves. This wave is dispersive; its speed is largely governed by fluid inertia, gravity, and surface tension. No net transport of fluid is associated with the motion of this wave type.

The main objective of the present study (Sec. II) is to gain better understanding on the flow-off process of the de-icing fluid when subjected to an accelerated airflow. The division of wave formations to kinematic and dynamic wave types defines the waves’ ability to
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**Fig. 7** Measured solitary waves for an initial thickness of 1.3 mm. Wave separation = $S$.

<table>
<thead>
<tr>
<th>Study</th>
<th>$h$, mm</th>
<th>$U_c/v$, m/s</th>
<th>$\lambda$, mm</th>
<th>$c_w$, mm/s</th>
<th>$\rho_{\text{fluid}}$, kg/m$^3$</th>
<th>$\sigma$, N/m</th>
<th>$\mu$, cP $\cdot$ s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [23] (1.5 m plate)</td>
<td>2.3</td>
<td>10.7</td>
<td>22.1</td>
<td>99.4</td>
<td>1030</td>
<td>0.036</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>1.9</td>
<td>10.8</td>
<td>22.6</td>
<td>81.3</td>
<td>1030</td>
<td>0.036</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>11.0</td>
<td>28.8</td>
<td>9.1</td>
<td>1030</td>
<td>0.036</td>
<td>37</td>
</tr>
<tr>
<td>Present study (1.8 m plate)</td>
<td>1.5</td>
<td>9.7</td>
<td>18.4</td>
<td>68.2</td>
<td>1040</td>
<td>0.036</td>
<td>50</td>
</tr>
</tbody>
</table>

Note: $h$ = fluid mean thickness; $U_c/v$ = wave onset wind tunnel speed; $\lambda$ = wave length; $c_w$ = wave speed; $\rho_{\text{fluid}}$ = fluid density; $\sigma$ = surface tension between air and fluid; $\mu$ = fluid dynamic viscosity.
transfer the fluid. Quoting Jurman and McCready: “It is important to note that solitary waves, which occur on viscous fluids if \( R e_G \) is greater than about 15000, are clearly kinematic in nature because they carry significant fluid as they travel. The two-dimensional waves that form initially from a flat film of . . . are primarily of a dynamic nature over essentially the entire range of Fig. 5” (Fig. 9 in this paper).

Figure 10 illustrates the wave formation on the 0.6 m plate of the present study at a wind tunnel speed of 14.3 m/s and initial fluid thickness of 1.3 mm. At the right end of the figure the waves are clearly periodic. Wave formation is shifting toward solitary ones in the flow direction. There is a 0.04 s time shift between the red and blue curves. As the time resolution between two frames is 40 ms, this is the shortest interval to be detected for the 0.6 m plate. Figure 10 shows how the wave speed increases when waves transform from periodic to solitary ones. According to Jurman and McCready [24] the transfer of fluid also increases accordingly. In their theoretical analysis, they arrive at a simple relationship between the average liquid film speed and the solitary—or kinematic—wave speed. The approximate kinematic wave speed is shown in their paper to be two times the average liquid film speed. Although being a theoretical simplification, this relation is naturally not applicable to the measured waves in general. In reality the solitary waves are irregular and have a lot of deviation around their mean speed. Referring to Jurman and McCready [24] their analysis will not be capable of describing complete waveforms of solitary waves. If the solitary waves are transferring most of the fluid, their geometry in terms of amplitude and wave separation should also be known to estimate the relationship between the real mean wave speed and liquid film speed. However, according to the present study there appears to be a simple approximate relationship between the wave speeds and fluid flow-off rate—or liquid film mean velocity. This will be analyzed in detail below.

3. Fluid Flow-Off Rate Related to Wave Speeds

After preliminary filtering of the thickness signal the overall average thickness of the fluid was calculated by integrating the measured thickness values over the flat plate and dividing the result by the flat plate length. The wave speeds have been determined using two different methods. Especially at low speeds where periodical waves exist, autocorrelation function (MATLAB) of wave signal may be used. However, when analyzing the rapidly changing solitary waves the autocorrelation method becomes unreliable. To get reliable results, two adjacent wave curves with minimum time separation (0.02 s in 1.8 m model and 0.04 s in 0.6 m model) must be analyzed by the human eye to catch the wave movement and to calculate manually the individual wave speeds. In case of wave separation, a fast Fourier transform function was used. However, also the wave separation determination process needed manual verification.

Typical fluid thickness variations in time on a flat plate subjected to accelerated airstream are illustrated in Fig. 11. It shows one of the most documented fact of the fluid flow-off during the acceleration tests. The initial thickness does not affect the end thickness of the fluid after the test. This type of behavior applies to both de-icing and anti-icing (non-Newtonian) fluids and it has been indicated in several Refs. [3,4,21,22]. A comparison with the results of Cunha and Carbonaro [22] is included in Fig. 11. The wind tunnel of their study is the VKI CWT-1, referred to in the beginning of this section. Unfortunately, the viscosity of their de-icing fluid was not specified. The plate chords of these two tests are different. In the present study flat plate chord is 1.8 m, whereas the plate chord in study of Ref. [22] was 1.5 m.

The model scale effect on the relative fluid thickness variation is demonstrated in Fig. 12. The dimensionless thickness is expressed as percentage of the initial fluid thickness. As the absolute amount of fluid on the longer plate is threefold compared with the shorter plate, it is obvious that the relative thickness variation in accelerated airflow is delayed accordingly. This is examined in more detail below.

Considering the fluid flow-off from a plate of chord \( L \) that has a fluid layer of thickness \( h \), we may deduce the mean fluid flow-off speed \( \bar{u} \) in two dimensions (Fig. 13) from the time variation of the
During the acceleration tests of the present study, periodic waves are responsible for most of the fluid transfer. This in turn implies that the waves we are dealing with are kinematic waves in the sense of Jurman and McCready [24], the approximate wave speed is two times the mean fluid flow speed if the waves are considered to be kinematic in nature. This simplified relation between the wave speed and the fluid flow-off speed may not be generalizable for real kinematic waves. However, it is interesting in this context to compare the calculated fluid flow-off speed (Fig. 14) and the wave speeds. In Fig. 15 the mean flow-off speed multiplied by four \( (cw = 4\bar{u}) \) is included for comparison with the wave speeds.

There is a clear reason for the factor of 4. If we assume that only the waves transfer the fluid, the ratio between wave speeds \( c_w \) and the mean fluid flow-off speed \( \bar{u} \) should reflect the volume fraction of waves compared with the total fluid volume on the plate. Thus, if the integrated wave volume is a quarter of the total fluid volume on the plate, the wave speed would then be four times \( \bar{u} \). To find out the value of this factor, the wave volumes were integrated from the fluid surface curves (as in Fig. 10) and compared with the total volume of the fluid. The wave volume is defined here as the volume of the fluid above the envelope curve connecting the local minimums of the wave curve. The results are collected in Table 2. It is apparent that the factor four is an approximate value for the ratio between the mean wave speed \( c_w \) and the mean flow-off speed \( \bar{u} \) at a given wind tunnel speed \( U \).

This suggests that there would be a simple approximate relationship between the wave speeds \( c_w \) and fluid flow-off speed \( \bar{u} \) through the ratio of these two is not necessarily four in general. In other words, waves are responsible for most of the fluid transfer. This in turn implies that the waves we are dealing with are kinematic waves in the sense of Jurman and McCready’s analysis [24].

IV. Numerical Simulations

In the present study the computing resources for the numerical simulations consisted of a workstation computer with four CPU
The density, respectively. Then the density in a cell is then:

\[
\rho_{\text{cell}} = \frac{\rho_i + (1 - \alpha) \rho_a}{\alpha}
\]

The equations for both phases are modeled using a subgrid scale (SGS) model. The separation of the flow, but not fluctuating properties. In Yu et al. [39], only 2D LES is studied with some success using 2D LES models. Wilson and Pauley [37] and Yu et al. [38] compare in their studies 2D and 3D LES models or even useless. Flows with reattaching separation bubbles have been studied with some success using 2D LES models. Wilson and Pauley [37] and Yu et al. [38] compare in their studies 2D and 3D LES models with experimental data. Both receive fairly good results also with 2D LES. A typical observation in comparisons between 2D and 3D LES models is that 2D computation can reveal only the properties of mean flow, but not fluctuating properties. In Yu et al. [39], only 2D LES is considered. Perhaps the most positive view of 2D LES is in density current and gravity current flow studies, where two stratified fluid layers with distinct densities have features common with two-phase fluids. Nourazar and Safavi [40] and Ooi et al. [41,42] compare 2D and 3D models and claim that a 2D model is able to capture most of the physics observed in experiments. There are also studies on free surface waves [43,44], where 2D LES have been used.

As noticed above, the gas phase in the two-phase flow problem incorporates unsteady vortex shedding. For this reason, an LES approach was used to capture as accurately as possible the air-stream-induced pressure and shear forces that transfer the liquid. The studies on successful application of 2D LES referred to above motivated further to select a 2D model to assess the possibilities to analyze the considered two-phase flow problem.

The basic concept of the LES method is to separate the velocity field into a resolved part and a subgrid part. The large eddies in the resolved part are solved explicitly, whereas the smaller eddies in the subgrid part are modeled using a subgrid scale (SGS) model. The separation of the velocity field is done using a filter width \( \Delta \), which is obtained from the computational grid. A Smagorinsky-type SGS model based on the local equilibrium assumption was used in all simulations. In the OpenFOAM implementation the eddy (SGS) viscosity is modeled according to the equation:

\[\nu_{\text{SGS}} = \frac{\nu}{C_{\text{SGS}}^2} \frac{1}{\Delta^2} \left| \nabla \mathbf{u}_{\text{LES}} \right|^2\]

1. Solvers

For the simulations the open source software library OpenFOAM, version 2.3.x, was used. As a solver the multiphaseInterFoam was selected. All simulations were run with adaptive time stepping, keeping the maximum Courant number fixed at \( CFL = \frac{\Delta t}{\Delta x} = 0.85 \), where \( \Delta t \) is the local velocity. This was in the way the step size was the same in all cells, determined by the most critical cell. Time steps were very short (e.g., \( 5 \times 10^{-6} \) s). For this reason an Euler scheme was considered as sufficient to calculate the time derivatives \( \partial \phi / \partial t \).

2. Turbulence Treatment

When the de-icing fluid is spread over a surface, it forms a 1–2-mm-thick layer, which naturally becomes thinner at the leading and trailing edges. Therefore, the fluid layer is never subjected to a pure shear flow. Instead, the front of the fluid layer features some frontal area where pressure force initiates the first wave formation. Once this initial wave has formed at the front of the plate, the air flow separates at the wave crest, causing the flow downstream to become unsteady, dominated by vortex shedding. Thus, the relevance of considering a fully developed air flow over a liquid interface is practically lost. The test results above (Figs. 6 and 7) suggest that the de-icing fluid layer forms mostly 2D waves that travel across the surface, either merging with smaller and slower waves or ending up being absorbed by larger ones. Naturally there is some three-dimensionality as the waves seldom reach over the whole span of the model. This brings forth the following question: Are the 2D simulations able to capture this dynamic interaction between waves in reasonable accordance with experiments?

Some initial trials showed that no waves emerged on the surface when Reynolds-averaged Navier–Stokes modeling was used. The study of Thiruvengadam et al. [32] supports this finding. Although there is a general understanding that large eddy simulation (LES) and DNS modeling are fundamentally 3D simulation methods, there exist certain flow types in which the 2D LES modeling has been studied either as an initial or alternative method when faced with computer limitations.

In the literature the results of the simulation of two 2D vertical structures are contradictory. Bruno and Khiris [33] and Bouris and Bergeles [34] claim the 2D LES to give reasonable results by optimizing the method or increasing the resolution near the wall [34], whereas Breuer [35] and Liefvendahl and Lilberg [36] consider 2D LES poor or even useless. Flows with reattaching separation bubbles have been studied with some success using 2D LES models. Wilson and Pauley [37] and Yu et al. [38] compare in their studies 2D and 3D LES models with experimental data. Both receive fairly good results also with 2D LES. A typical observation in comparisons between 2D and 3D LES models is that 2D computation can reveal only the properties of mean flow, but not fluctuating properties. In Yu et al. [39], only 2D LES is considered. Perhaps the most positive view of 2D LES is in density current and gravity current flow studies, where two stratified fluid layers with distinct densities have features common with two-phase fluids. Nourazar and Safavi [40] and Ooi et al. [41,42] compare 2D and 3D models and claim that a 2D model is able to capture most of the physics observed in experiments. There are also studies on free surface waves [43,44], where 2D LES have been used.

Orthogonal corrections are not used, because the grid is fully orthogonal in the region of air–liquid interface. For the convection term \( \nabla \cdot (\rho \mathbf{u} \nabla V) \), the limited linear interpolation scheme (a second-order central differencing scheme with first-order upstream blending) was selected. All simulations were run with adaptive time stepping, keeping the maximum Courant number fixed at \( CFL = \frac{\Delta t}{\Delta x} = 0.85 \), where \( \Delta x \) is the local velocity. In this way the step size was the same in all cells, determined by the most critical cell. Time steps were very short (e.g., \( 5 \times 10^{-6} \) s). For this reason an Euler scheme was considered as sufficient to calculate the time derivatives \( \partial \phi / \partial t \).

### Table 2 Factor \( k \) in the relation \( c_w = k \bar{u}, c_a = \) wave speed, and \( \bar{u} = \) mean flow-off speed

<table>
<thead>
<tr>
<th>( U, \text{ m/s} )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.7</td>
<td>0.59</td>
</tr>
<tr>
<td>14.3</td>
<td>0.38</td>
</tr>
<tr>
<td>14.3</td>
<td>0.53</td>
</tr>
<tr>
<td>17.0</td>
<td>0.28</td>
</tr>
<tr>
<td>19.4</td>
<td>0.12</td>
</tr>
<tr>
<td>21.8</td>
<td>0.33</td>
</tr>
<tr>
<td>24.5</td>
<td>0.23</td>
</tr>
<tr>
<td>26.5</td>
<td>0.23</td>
</tr>
<tr>
<td>28.4</td>
<td>0.91</td>
</tr>
<tr>
<td>30.4</td>
<td>0.78</td>
</tr>
<tr>
<td>31.8</td>
<td>0.84</td>
</tr>
<tr>
<td>34.6</td>
<td>0.90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plate chord 1.8 m</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.0</td>
<td>4.35</td>
</tr>
<tr>
<td>15.6</td>
<td>4.02</td>
</tr>
<tr>
<td>19.4</td>
<td>3.97</td>
</tr>
<tr>
<td>21.7</td>
<td>3.90</td>
</tr>
<tr>
<td>23.5</td>
<td>3.89</td>
</tr>
<tr>
<td>26.5</td>
<td>3.97</td>
</tr>
<tr>
<td>28.6</td>
<td>4.04</td>
</tr>
<tr>
<td>31.8</td>
<td>3.99</td>
</tr>
<tr>
<td>32.5</td>
<td>4.00</td>
</tr>
<tr>
<td>36.7</td>
<td>3.96</td>
</tr>
<tr>
<td>40.5</td>
<td>4.08</td>
</tr>
<tr>
<td>44.8</td>
<td>4.00</td>
</tr>
<tr>
<td>50.0</td>
<td>4.11</td>
</tr>
</tbody>
</table>
\[ \nu_{sgs} = C_k \sqrt{k\Delta} \]  

The SGS viscosity equation is used everywhere in the computational domain. Here \( C_k = 0.094 \) and \( k \) is the kinetic energy of SGS turbulence. \( \Delta \) is solved from an algebraic equation obtained by neglecting the SGS transport terms (the whole left-hand side) of the modeled transport equation for \( k \):

\[ \frac{\partial k}{\partial t} + \frac{\partial}{\partial x_j} \left( \bar{u}_i k + d_j \right) = -\tau_{ij} \frac{\partial \bar{u}_i}{\partial x_j} - \varepsilon = P - \varepsilon \]  

where \( d_j \) contains the subgrid diffusive fluxes of \( k \), and \( \tau_{ij} \) is the subgrid stress tensor modeled as

\[ \tau_{ij} = -\nu_{sgs} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) + \frac{2}{3} C_k \delta_{ij} \]  

where \( \bar{u}_i \) are the components of the resolved velocity field and \( \delta_{ij} \) is the Kronecker delta. The dissipation \( \varepsilon \) is modeled as

\[ \varepsilon = C_k \frac{k^{1/3}}{\Delta} \]  

The dissipation coefficient \( C_k \) is given the value 1.048. The LES filter calculates the filter width \( \Delta \) from the computational grid. A filter called cubeRootVolDelta in OpenFOAM was used. This is the cube root of the cell volume, but in 2D simulations the definition is the square root of the 2D area:

\[ \Delta = \sqrt{V/dz} \]  

where \( V \) is the volume of the cell, and \( dz \) is the grid width in the third dimension (plate span direction).

3. Computational Mesh and Boundary Conditions

Computational grid size was 160,000 cells. GridPro software was used for generating the 0.6 m x 0.5 m grid. The grid and the boundary conditions are illustrated in Fig. 16. The grid has a refined region spanning 60 mm from the flat plate surface. This refined region contains about half of the total cells. To simulate the eddies near the air–liquid interface, the grid was refined also in the horizontal direction close to the interface and wall. Insufficient resolution in Fig. 16 blurs cell faces to continuous white layers above the plate surface. As there has to be a refinement in this area in both vertical and horizontal directions, quadrilateral cells were used instead of rectangular ones. These quadrilateral cells were orthogonal up to some 20 mm from the flat plate surface. Thereafter orthogonality reduces gradually upward to coarse the grid far away from the surface in order to save the total amount of cells.

Typical cell size in the fluid interface is about 0.5 mm x 0.1 mm (length x height) and at the flat plate surface 0.5 mm x 0.0125 mm (\( y^+ = 0.75 \)). For the air–fluid interface, the conventional friction-velocity-based nondimensional wall distance \( y^+ \) may not be a relevant criterion for two reasons. As the airflow over the waves consists of separated flow regions, the shear stresses are often near zero or negative. Also, the pressure forces are the principal driving mechanisms for the solitary waves, whereas friction forces are far less important. The grid resolution criterion at the liquid–gas interface is dictated by the wave dynamics—the liquid interface needs to capture the evolution of the solitary waves with sufficient detail. The grid was refined until further refinement yielded no observable effect in the wave dynamics.

A grid convergence study was carried out with a grid size of 400,000 cells. The grid refinement concentrated to the vicinity of the flat plate surface. The refined grid improved somewhat the results. However, this was accomplished with a cost of more than fivefold increase in computing time.

The gas flow undergoes perpetual fluctuations, forming vortices at the front of the liquid layer. These vortices are convected downstream over the liquid interface. On a flat plate with a chord of 0.6 m and airspeed 10 m/s, the lifetime of a fluid particle in the domain is roughly 0.06 s. We can consider this as a global time scale for the gas-phase vortices. The highly viscous liquids have barely formed a single wave at the front part of the liquid layer within 0.5 s after the gaseous fluid particle entered the domain. This indicates that the global time scale of the waves can reasonably be expected to be two orders of magnitude larger than that of the air particles. This is problematic as the numerical requirements of the CFD simulation are dictated by the vortex-shedding-dominated gas-phase physics as well as the interface behavior. These demand a relatively high grid resolution particularly at the interface and sufficiently short time steps to capture the flow system’s behavior adequately. A typical time step is roughly 5 \( \times 10^{-6} \) s, which unavoidably leads to long computational times. The simulation times were mostly 10 s.

In the boundary conditions illustrated in Fig. 16 the outlet surface pressure boundary condition is a zero-pressure difference condition. For the phase fraction \( \alpha \) the variableHeightFlowRate boundary condition was selected to enable a free liquid exit at the trailing edge.

B. Results and Evaluation

In experimental studies the wind tunnel speed was accelerated from an “idle speed” of approximately 5 m/s up to 60 m/s. In the numerical simulation the initial inflow speed of the air was chosen to be 2 m/s to facilitate subtle initial conditions and a stable start for computation. Otherwise the time dependency (acceleration) of the inflow speed followed closely the wind tunnel speed sequence. To avoid excessive computation time the simulation time was limited to 10 s, which implies a maximum air inlet speed of 29.1 m/s. Except for some initial tests the fluid layer was selected to be 1 mm in all numerical simulations to match closely the fluid layer thicknesses in the wind tunnel tests.

1. General Observations on the Airflow

As long as the fluid layer surface remains nearly flat, the airflow velocity distribution resembles a typical boundary-layer type of distribution in the vertical direction. Once the first waves build up, flow separation appears on the leeward side of the waves. Sequential flow separations will in turn generate downstream moving vortices—see Fig. 17. When the number of waves increases and all individual waves generate downstream vortices, the air layer above the fluid surface will be covered by a vortex street as illustrated in Fig. 18. The air pressure fluctuates due to the vortex street generated by the waves as described in Fig. 19. In Fig. 19 the ambient pressure is set to zero and the color coded scale figures are pressure differences from ambient pressure in Pa. In Figs. 17–19, the x and y directions are in scale 1 : 1.

According to the classical wind wave theories of Phillips [11] and Miles [12] the pressure fluctuations have a significant role in the
transfer mechanism of a wavy liquid. However, the exact assessment of the contribution of pressure and friction forces for fluid transfer is considered to be beyond the scope of this paper.

2. Wave Onset

In the experiments the first waves appearing at airspeeds of 8.5–10 m/s were periodic (Figs. 4 and 6). These periodic waves spread over the whole liquid surface within 1 s. As the airspeed was accelerated, the periodic waves were replaced gradually by solitary waves so that the first solitary waves at the leading-edge area formed already, whereas the periodic waves still were spreading along the plate area.

In the numerical simulation the onset of periodic waves does not appear. The waves that initially appear on the fluid film over the flat plate are irregular solitary waves as illustrated in Fig. 20. Some initial tests with inflow airspeeds up to 18 m/s were done with computational grid size of 400,000 and refined numerical discretization schemes. However, no signs of initial periodic waves were discovered. The reason for this remains unclear. There are no studies known by the authors where the periodic waves would have been detected using CFD methods in a corresponding two-phase problem. Sakakeeny et al. [29] investigated water film behavior on a NACA 0012 wing section surface using both 2D and 3D DNS. The waves their simulation generates on the water surface are not defined according to their periodicity. However, according to the figures in [29] the liquid layer waves seem irregular in amplitude and hence solitary in nature.

3. Kinematic and Dynamic Waves

Although the sequence of events during the measured wave onset was not exactly replicated in the computational results, there were signs of isolated areas with periodic waves among the solitary waves. They seem to appear immediately behind the solitary waves, which may suggest that air stream disturbances induce the periodic waves. The inlet air velocity at the front edge of calculation domain was accelerating in steady manner and was never tested with added disturbances.

When considering the calculated fluid motion on the plate, it seems obvious that the solitary waves are responsible for most of the fluid transfer. This is illustrated in Fig. 21, where the x-direction velocity of the fluid layer is color coded. The wave front illustrated in Fig. 21 includes slower periodic waves too. The dynamic standing waves are located between \( x = 0.5 \) and 0.6 m. Part of the figure is magnified to clarify the difference in fluid velocity in a wave compared with the fluid velocity between the waves.

The fluid transfer aspect is further emphasized in Fig. 22, where the fluid momentum is color coded. The solitary waves are clearly responsible for the fluid mass flow. The illustrated division into the waves that transfer the fluid and those that do not is well in line with what Jurman and McCready [24] concluded with in their analysis of kinematic and dynamic waves.

4. Fluid Flow-Off Rate, Wave Speeds, and Wave Geometry

As reasoned above, the fluid transfer is carried out almost totally by the solitary waves on the plate. Considering the computational simulation of the fluid flow-off rate, the most essential parameters are wave speed and wave geometry, which in this respect consists mainly of wave amplitude and separation. Although the wave form naturally affects the fluid amount transferred, the waves are observed to be similar on all scales with a reasonable accuracy. This applies to both measurements and computational simulations. Next the success of the numerical simulation in the fluid flow-off rate is evaluated considering the parameters affecting it.

Figure 23 illustrates the measured and the CFD-simulated relative fluid thickness variation in time during the acceleration test. The simulation time span is 10 s. Note that here the time frame is different from the one in Fig. 12, and as in Fig. 23 the time axis has been selected to get the wind tunnel speed and simulated air inlet speed to match. The air inlet speed to the simulation domain and the wind tunnel speed are included in the figure. Obviously, the fluid begins to deplete in the tests 2.5 s before the corresponding event in the CFD simulation. However, the calculated thickness values merge with the measured values within 6 s from the start as the wind tunnel speed is

![Fig. 17 Flow separation at the crest of the wave and the following downstream vortex.](image1)

![Fig. 18 Vortex shedding of airflow (white arrows are airspeed vectors) over a wavy liquid surface (red surface).](image2)

![Fig. 19 Pressure fluctuation variation in time above the fluid surface.](image3)
From there on, the calculated values follow closely the measured ones. The air inlet speed at the end of simulation is 29.1 m/s.

Figure 24 illustrates the measured and CFD simulated fluid wave speeds on the 0.6 m flat plate during the acceleration test. Both maximum and mean wave speed values are included. The measured values are two to three times higher than the calculated ones once the solitary waves appear (wind tunnel speed or simulated air inlet speed > 10 m/s). This discrepancy continues approximately to a wind tunnel speed (air inlet speed) of 15 m/s. Thereafter the trends of calculated and measured values are similar though the calculated values are clearly (20–30%) lower than the measured values. In Fig. 23 the point where the wind tunnel speed reaches 15 m/s corresponds to the point where the calculated fluid relative thickness begins to decrease more clearly to catch the measured values. This relationship between wave speeds and fluid transfer rate is in line with the characteristics of kinematic waves referred to above.

There is a clear jump in calculated (CFD) mean wave speeds around the simulated inlet speed of 15 m/s that needs to be explained. Up to the point of inlet speed 15 m/s the simulated wave formation differs from the real observed one remarkably. At simulation time 2.6 s (inlet flow speed of 11.5 m/s) a bulge of fluid builds up on the leading-edge area of the plate. This bulge persists up to simulation time of 3.4 s (13.7 m/s) and feeds waves one by one further downstream the plate. The waves are very slow at the bulge area, and only the detached waves speed up. During this period the plate contains very few waves, and they concentrate on the leading-edge area. This explains why the mean values differ so clearly from the maximum values, as the slow waves dominate the statistics. During simulation times from 3.5 to 4.0 s (14–15.3 m/s) the things change abruptly as the number of waves increases suddenly from 4 to 14. This will increase the mean value clearly closer to the maximum values. When the inlet speed increases further, the difference between wave speed mean values and maximum values follows approximately the same pattern as for measured values.

Assuming the obvious correlation between the flow rate and the wave speeds on the fluid layer, it is apparent that also the geometry [wave amplitude and separation (Fig. 7)] influences the flow rate. The measured and CFD-simulated values of relative amplitude $a/h$ and wave separation $S$ are illustrated in Figs. 25 and 26.
amplitude $a/h$ seems to be dependent on the wind tunnel speed, whereas the wave separation does not show any such correlation. The calculated values of both relative amplitude $a/h$ and of wave separation $S$ are clearly higher than the measured ones.

If the assumption that the kinematic waves are responsible for fluid transfer is accepted, the mean fluid flow-off speed is proportional to the absolute amplitude $a$ and the wave speed $c_w$, and inversely proportional to the wave separation:

$$\overline{u} \sim \frac{a}{S} c_w \quad (9)$$

Considering the relative amplitude, the thickness of the fluid, and the wave speed from the point when the wind tunnel speed has reached 20 m/s, there is approximately a 30% difference between calculated and measured mean values of amplitude to separation ratio ($a/S$). This compensates the difference in calculated and measured wave speed values ($-20$ to $-30\%$), which in turn may explain the satisfactory results for the CFD-simulated relative thickness variation in time once wind tunnel speed has reached 20 m/s.

As stated earlier some improvements in the results were accomplished by refining the grid. For the tested simulation time of 5 s, wave amplitudes and separations came closer to the measured values. Also, the mean thickness curve followed the measured one better from the start of the simulation. However, the cost of this was more than fivefold increase in computing time.

V. Conclusions

This study was motivated by the obvious lack of understanding on the mechanism of fluid film flow-off from a flat plate subjected to an accelerating airstream. The previous studies on the subject have focused mainly on the stability issues of two-phase flows. That kind of approach never reveals the mechanics of mass transfer but gives only conditions for the first periodic wave onset and the possibility to estimate the characteristics of these periodic waves. It is, however, the solitary waves that transfer fluid in the two-phase flow situation described.

The present study is divided into experiments with two flat plates with different chords (0.6 and 1.8 m) and CFD simulations for the shorter flat plate model. Experiments consist of wind tunnel tests for flat plates that are applied with type I de-icing fluid. The fluid thickness distribution is measured in time using the light absorption technique. The fluid film thickness measurement accuracy and resolution were estimated to be approximately 0.2 mm. However, as the main cause for the limited resolution was the relatively high evenly distributed noise level of measurements, this did not affect the integrated mean fluid thickness variation in time, which played an important role in the study. The limited measurement resolution did not affect the analysis of wave phenomena either, as the most important waves were clearly higher than 0.2 mm. The wave speed resolution was estimated to be 0.04 mm/s, which was well enough to measure wave speeds ranging from 40 to 900 mm/s.

The periodic wave onset and characteristics of first periodic waves are in line with the scarce results from previous studies with similar fluids. One of the objectives was to identify the solitary waves on the plates as so-called kinematic waves. The interconnection between the measured fluid flow-off and solitary wave speeds suggests that solitary waves are kinematic in the sense referred to by Jurman and McCready [24]. This means that the solitary waves are responsible for the fluid mass transfer. According to measurements the wave speeds and the mean 2D fluid flow-off speed (m/s) are almost linearly dependent on the wind tunnel speed down to 50% of initial fluid film thickness. From there on, the wave speeds and the mean fluid flow-off speeds follow identical patterns up to the point where waves become incoherent and measured wave speeds unreliable. This suggests that, as far as the waves are measurable, they are kinematic in nature and responsible for fluid mass transfer.

The CFD simulations were done using OpenFOAM software library employing LES-type approach. As the vortex shedding from the waves was assumed to dominate the airflow, an LES-type turbulence treatment was selected.

The results showed that the airflow was dominated by vortex shedding as expected, which suggested that the forces directed to the liquid fluid were irregular and fluctuating. The simulated fluid flow supported clearly the assumption of kinematic waves. According to calculated results the waves are practically completely responsible for the fluid mass transfer.

The calculations of fluid thickness variation in time reproduced the observations only partly as the modeled flow-off was clearly delayed for the first 4–5 s from the measured values. However, toward the end of calculation time (10 s) the calculated values merged with the measured values. The reason for the initial discrepancy between the measured and calculated flow-off rates was that the calculated wave speed values at the lowest wind tunnel speed (inlet) speeds (<15 m/s) were too low. The calculated wave amplitudes and separations were both overestimated by approximately 30%. However, these errors compensated each other in the calculated fluid flow-off rate.
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